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Abstract
The bitterling fish is a prime example of intelligent behavior in nature for survival. 
The bitterling fish uses the oyster spawning strategy as their babysitter. The female bit-
terling fish looks for a male fish stronger than other fish to find the right pair. In order 
to solve optimization issues, the Bitterling Fish Optimization (BFO) algorithm is mod-
eled in this manuscript based on the mating behavior of these fish. The bitterling fish 
optimization algorithm is more accurate than the gray wolf optimization algorithm, 
whale optimization algorithm, butterfly optimization algorithm, Harris Hawks optimi-
zation algorithm, and black widow optimization algorithm, according to experiments 
and implementations on various benchmark functions. Data mining and machine learn-
ing are two areas where meta-heuristic techniques are frequently used. In trials, the 
MLP artificial neural network and a binary version of the BFO algorithm are used to 
lower the detection error for intrusion traffic. The proposed method’s accuracy, preci-
sion, and sensitivity index for detecting network intrusion are 99.14%, 98.87%, and 
98.85%, respectively, according to experiments on the NSL KDD data set. Compared 
to machine learning approaches like NNIA, DT, RF, XGBoot, and CNN, the proposed 
method is more accurate at detecting intrusion. The BFO algorithm is used for feature 
selection in the UNSW-NB15 dataset, and the tests showed that the accuracy of the 
proposed method is 96.72% in this dataset. The proposed method of the BFO algo-
rithm is also used to improve Kmeans clustering, and the tests performed on the data-
set of covid 19, diabetes, and kidney disease show that the proposed method performs 
better than iECA*, ECA*, GENCLUST +  + (G + +) methods. Deep has KNN, LVQ, 
SVM, ANN, and KNN.
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1  Introduction

Most of the problems around us are of a nature that maximizes or minimizes a goal func-
tion. Optimization problems have a maximization or minimization approach for engineer-
ing and computer science problems [1]. Optimization problems arise in many applications, 
such as image processing [2], data mining [3], machine learning [4], bioinformatics [5], 
engineering [6], and computer networks [7]. Solving an optimization problem is finding 
several optimal solutions from among the available solutions. Optimization problem-solv-
ing methods are divided into definite and indefinite categories. Definitive methods such 
as gradients can solve a limited range of optimization problems despite advantages such 
as high accuracy. Unlike deterministic methods, some optimization problem-solving meth-
ods are less specific but can be used to solve various continuous and discrete optimization 
problems. Meta-heuristic algorithms are a practical example of nondeterministic problem-
solving methods and, in most cases, provide solutions close to the original solution. Meta-
heuristic algorithms are modeled on modeling the behavior of animals, plants, biological 
phenomena, human behaviors, or physical and mathematical phenomena [8].

Modeling the efforts of living things and animals for survival is one of the critical meth-
ods of modeling meta-heuristic algorithms. Organisms and animals have complex and 
compelling behaviors for survival. Given that the behavior of living things has evolved 
over millions of years, they are brilliant. Particle swarm optimization algorithm [9], ant 
clone optimization algorithm [10], and firefly algorithm [11] are among the meta-heuristic 
algorithms. These algorithms are modeled on the behavior of birds, arthropods, and insects 
and are successful examples of meta-heuristic algorithms. In recent years, more meta-heu-
ristic algorithms have inspired the swarm-hunting approach. Most of the meta-heuristic 
algorithms introduced in the last few years have formulated most of the hunting aspects 
of living things [12]. In these behaviors, the prey position is optimal, and other population 
members attack the optimal solution.

For example, the bait attack mechanism was used in the whale optimization algorithm in 
2016 [13] and Harris Hawk’s optimization algorithm in 2019 [14]. In the WOA algorithm, 
there are three behaviors of rotational motion: spiral, random, and hunting or searching. 
The HHO algorithm is too complex and has a large number of relationships. The gray wolf 
algorithm [15], the wolf leadership hierarchy, is used in the attack. In the GWO algorithm, 
if the three alpha, beta, and delta solutions are located near the local optimal, the entire 
population is directed to the optimal solution. The spotted hyena optimization algorithm 
[16] considers the optimal point as prey. In the SHO algorithm, the optimal solution is 
searched by hyenas, and the global space of the problem needs to be searched better. Spi-
ders inspire the black widow optimization algorithm [17] in hunting and cannibalism. In 
the BWO algorithm, although inappropriate solutions are eliminated over time, this process 
will likely reduce population diversity. Some other meta-heuristic algorithms emulate the 
laws of evolution, such as genetic and differential evolution algorithms. GA and DE algo-
rithms are prone to rapid convergence to optimal local solutions in early iterations. Meta-
heuristic algorithms based on human behavior must be better modeled despite their intel-
ligence because human behavior is complex. Some meta-heuristic algorithms are inspired 
by physical phenomena, such as the gravitational and atom search algorithms [18]. The 
challenge of physical algorithms is the lack of high intelligence, which can make their error 
significant. According to the meta-heuristic algorithms discussed and similar examples, it 
is necessary to introduce new algorithms that eliminate or modify the challenges of the 
previous meta-heuristic algorithms.
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In this manuscript, a meta-heuristic algorithm called the bitterling fish optimization 
(BFO) algorithm is formulated and introduced based on the behavior of cunning fish. The 
purpose of the BFO algorithm is to perform a global search on initial iterations to escape 
local optimizations. Doing a local search in the last iterations to find a more accurate solu-
tion is another strategy of the BFO algorithm. The proposed approach introduces a distrib-
uted search that increases the proposed method’s ability to discover the global optimal.

The purpose of this manuscript is to present a meta-heuristic algorithm based on bitter-
ling fish optimization (BFO) behavior. The aim is to provide a new meta-heuristic method 
that is strong in its search for exploitation and exploration and can perform acceptably in 
various optimization problems. Instead of being evaluated only on benchmark functions 
and classical engineering problems, the proposed algorithm in the manuscript version is 
evaluated on several more practical problems. The third manuscript evaluates BFO algo-
rithms on benchmark functions, engineering optimization problems, network traffic clas-
sification problems, network intrusion detection, phishing attack detection, clustering, and 
disease detection. Another innovation of this manuscript is the simultaneous presentation 
of the binary version of BFO algorithms for feature selection.

The contributions of the authors in this manuscript are as follows:

•	 Presenting a new meta-heuristic algorithm based on the behavior of bitterling fish.
•	 Presenting a discrete binary version of the BFO algorithm.
•	 Presenting an intrusion detection system based on the BFO + ANN algorithm.
•	 Providing a phishing attack detection system based on BFO + ANN.
•	 Presenting a new clustering method by optimizing cluster centers using the BFO algorithm.

This paper is prepared in several parts. In the Section 2, related works are reviewed. 
In the Section 3, the BFO algorithm is modeled and then the BFO algorithm is used to 
improve the multilayer neural network in attack detection. In the Section 4, the proposed 
method is implemented and analyzed. Finally, in the Section 5, the results of the examina-
tion and future works are expressed.

2 � Related works

Meta-heuristic methods for solving optimization problems can emulate different mecha-
nisms. The authors’ classification of these algorithms is shown in Fig. 1. This classification 
divides meta-heuristic algorithms into categories based on the Trajectory [19] and pop-
ulation-based algorithms [20]. In Trajectory-based algorithms, there is only one solution 
to each algorithm iteration. In this group of algorithms, a solution searches the problem 
space. One of these algorithms is the Simulated annealing (SA) algorithm [21]. The chal-
lenge of trajectory-based algorithms is the high convergence rate to local optimizations. 
Most meta-heuristic algorithms are population-based. In this algorithm category, several 
solutions at each stage search the problem space in parallel. The advantage of population-
based algorithms is that if one or more solutions are caught in the local optimization, the 
other solutions can converge to the global optimization.

The meta-heuristic algorithms are divided into population-based approaches to evolution-
ary algorithms [22], swarm intelligence algorithms [23], physical algorithms [24], and algo-
rithms based on biological behavior [25]. In swarm intelligence algorithms, the swarm behav-
ior of living things is used for survival. This algorithm considers most of the social nature 
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and group behavior of living things. The New Caledonian (NC) crow learning algorithm [26] 
or the water strider algorithm (WSA) [27] is a swarm intelligence algorithm. Evolutionary 
algorithms use the principles of evolution and competence to find the optimal solution. In this 
category of algorithms, it is assumed that reasonable solutions have a better chance of survival 
and wrong solutions disappear over time. Evolutionary algorithms include genetic and bioge-
ography-based optimization (BBO) [28]. Physical algorithms are inspired by a physical phe-
nomenon, such as a big bang in the Big Bang–Big Crunch (BB–BC) algorithm [29] or water 
waves in the water wave optimization algorithm [30]. Biological patterns are another exam-
ple of meta-heuristic algorithms that try to solve a problem based on a biological approach. 
In these algorithms, a biological phenomenon is modeled, such as plants or bacteria, or the 
human immune system, such as the bacterial feeding algorithm and the immune system algo-
rithm. The algorithms in question have their advantages and disadvantages. For example, a 
genetic algorithm can eliminate inappropriate solutions, or an algorithm such as WSA can 
optimize the relationship between solutions. None of these algorithms uses distributed global 
and local search capabilities. Using distributed local search makes search space more efficient.

Meta-heuristic algorithms are used in many machine learning and deep learning applica-
tions. The role of meta-heuristic algorithms in combination with deep learning and machine 
learning methods is to optimize the learning process and discover patterns. For example, in 
[32], a red deer algorithm method is used for data clustering. The results of the experiments 
show that in most of the experiments, the proposed method in data clustering is less sensitive 
to the increase in the number of clusters and data dimensions than similar clustering methods.

In [33], the performance of the evolutionary clustering algorithm STAR for clustering heter-
ogeneous datasets is investigated. This paper compares the Evolutionary Clustering Algorithm 
(ECA*) star against five traditional and modern clustering algorithms. In this paper, the perfor-
mance of ECA* is compared with the Genetic Algorithm for Clustering (GENCLUST + +), 
Learning Vector Quantization (LVQ), EM, K-means +  + (KM + +), and K-means (KM). Exper-
iments showed that the performance of the ECA* method is more successful than that of other 
clustering algorithms. In [34], they presented a sine–cosine firefly algorithm with chaos the-
ory for practical problems. Implementing their algorithm on a set of engineering and practical 
problems shows the proposed algorithm’s efficiency, robustness, and effectiveness compared to 
similar meta-heuristic methods such as the firefly, particle swarm optimization, and ant colony 

Fig. 1   Classification of meta-heuristic algorithms
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algorithms. In [35], a deep neural network using hybrid optimization algorithms is presented for 
brain tumor detection. This research optimizes deep convolutional neural networks with HHO 
and GWO algorithms. In their method, Otsu’s thresholding is used for segmentation in brain 
tumor diagnosis. The tumor detection method based on DCNN-G-HHO has an accuracy of 
about 97%. In [36], the star algorithm of the improved evolutionary clustering algorithm is used 
to diagnose COVID-19 patients. Experiments showed that iECA* was more effective than other 
algorithms in clustering selected medical disease datasets based on cluster validation criteria. 
iECA* has less running time and memory consumption for clustering all datasets. The results 
showed that iECA* performed best in clustering all medical datasets.

In [37], the reduction of formal context in extracting the hierarchy of concepts from objects 
is presented using the adaptive evolutionary clustering algorithm star. The results show that 
the adaptive ECA* performs the concept network faster than the other mentioned competi-
tive techniques at different filling ratios. In [38], applications of the Shuffled Frog Leaping 
Algorithm(SFLA) in different fields are reviewed. In this study, a general review of SFLA is 
done, and then the types of improved algorithms based on the improvement and combination 
approach are stated. The primary motivation of this research is to provide helpful information 
about SFLA to researchers interested in improving or applying the frog-leap algorithm.

Various meta-heuristic algorithms have been presented in the last few years, and in the 
following section, several related works are reviewed. Meta-heuristic algorithms are widely 
used in applications such as intrusion detection systems and the detection of phishing 
attacks and diseases. Therefore, some of these applications are also reviewed.

In [49], the Siberian tiger optimization algorithm is presented to solve optimization 
problems. In the Siberian tiger algorithm, two main mechanisms of prey search and the 
fight between bear and tiger are modeled. The advantage of the Siberian tiger optimization 
algorithm is its simplicity. The main challenge of the Siberian tiger algorithm is the imbal-
ance between heuristic and local search. Another challenge of the Siberian tiger algorithm 
is the need for more tests on practical applications.

In [50], the optimization algorithm of African vultures is presented based on group 
hunting between African vultures. In this algorithm, two worthy vultures are responsi-
ble for guiding other vultures. The high complexity of the African vulture optimization 
algorithm(AVOA) is one of the disadvantages of this algorithm. One of the advantages of 
the AVOA algorithm is that it is more accurate than conventional meta-heuristic methods.

In [51], the white shark optimization (WSO) algorithm is presented based on the behav-
ior of white sharks and hunting them. The white shark optimization algorithm is presented 
based on the search based on the sense of smell, hearing, and sound sensed by sharks. 
The white shark algorithm has different phases and uses the velocity vector to update the 
solutions like the PSO algorithm. One of the challenges of this algorithm is to keep the 
global-to-local search strategy the same according to the repetition of the WSO algorithm. 
The rate of convergence to the local optimum in this algorithm can be significant due to 
the location of the current optimum near the local optimum. This algorithm does not have 
robust modeling and only tries to find the optimal solution based on the speed of sharks.

In [52], the behavior of coatis in hunting and escaping from predators is used to 
model the coatis optimization algorithm(COA). The COA algorithm divides the popula-
tion into two groups, and this strategy prevents all solutions in the same area from being 
searched. The need for more accurate modeling in the coatis escape phase is one of this 
algorithm’s challenges. Dividing the population into two groups has increased the algo-
rithm’s time complexity.

In [53], they presented a feature selection method based on improved hybrid modi-
fication optimization for intrusion detection. The proposed approach is implemented on 
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the CEC2021 benchmark dataset, UCI, and security datasets NSL-KDD, WUSTL-IIOT, 
and HAI datasets. Experimental results show that their attack detection and feature 
selection method increases the accuracy of attack detection.

In [54], intrusion detection using hybrid meta-heuristic techniques is presented. This 
paper presents a sine–cosine-whale algorithm as a feature selection algorithm combined 
with XgBoost for detecting attacks. Experimental results on UNSW-NB15 and CICIDS 
datasets show that the XGBoost and sine–cosine whale algorithm’s accuracy is higher 
than the standard WOA algorithm.

In [55], they presented a spam detection method with feature selection based on the 
Sandpiper optimization algorithm. In this paper, after feature selection, Radial Bias Neural 
Network (RBNN) classifies emails as ham and spam. This paper uses the Enron email data-
set and the Spam Assassin dataset to evaluate their method. Experiments showed that the 
method performs significantly better than existing optimization methods in feature selection.

In [56], a method based on multiple neural networks of improved WOA optimization 
algorithms is presented to predict COVID-19. In this paper, the improved Whale opti-
mization algorithm uses the learning weights with sinusoidal operators—the SCWOA 
method used with high accuracy to predict Covid-19.

In [57], the optimization of Harris Hawks is presented for diagnosing COVID-19 
based on lung CT scan images. They used the Harris-Hawks optimization(HHO) tech-
nique to find the optimal threshold values in Otsu’s method. The proposed approach 
reduces the computational cost function and convergence time (Table 1).

The review of related works shows that various meta-heuristic algorithms are presented 
to find the optimal solution to engineering problems. Swarm intelligence algorithms have 
a special place among meta-heuristic methods. In most works related to meta-heuristic 
algorithms, benchmark functions, and classical engineering problems are used for evalu-
ation. Unlike related works, in the proposed method, for the first time, the behavior of 
Bitterling fish is modeled to solve optimization problems. The BFO algorithm presents 
various types of searches to find the optimal solution. Unlike other papers, to evaluate the 
proposed method for several practical problems in today’s world, the criterion for measur-
ing the efficiency of the BFO algorithm is placed. The proposed method solves problems 
such as network attack detection, phishing attack detection, clustering, and disease detec-
tion. The simultaneous presentation of continuous and binary versions of the BFO algo-
rithm for feature selection applications is a distinctive aspect of the proposed method.

3 � Bitterling fish optimization (BFO)

In this section, the bitterling fish optimization (BFO) is modeled. In this section, the 
behavior of this fish is described, and then, in the continuation, the behavior of this 
algorithm is formulated.

3.1 � Inspire

Fish reproduction occurs as early as possible in the animal kingdom. In mating, male and 
female species approach each other and then release their sperm and eggs into the water, 
but this method has a big drawback. Young fish are exposed to various external hazards 
and may easily fall prey to other animals. In other words, only a few of these eggs turn 
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into fish—unfortunately, most fish are hunted by other aquatic animals. Bitterling fish have 
different mechanisms of reproduction. This fish begins with oysters. The task of finding 
suitable shells for spawning is the responsibility of the male species. They need to find 
larger oysters and have more space to hold their eggs. When these fish find one or more 
victims(oysters), they stand against their enemies. The reason for the aggressive behavior 
of the male species is that some other male species also tend to use the oysters for them-
selves. In combat mode, the body color of the male fish (the one that first found the host 
oyster) darkens and uses everything it can to defend its territory. In the mating stage, a phe-
nomenon called sexual selection takes place. During sexual selection, the female species 
chooses the male fish according to color and physical strength. According to Fig. 2, female 
fish usually bring males with larger bodies and more beautiful body colors. At this time, the 
female fish lays her eggs in the oyster, and then the male fertilizes them with sperm:.

Male fish try to show off their fitness by attracting female species by selecting the 
oyster they want to reproduce. At this stage, the female species inserts its egg-shaped 
tubular organ into the oyster to transport them to the host’s body space, which is very 
strange among fish and aquatic animals. After this process, the male enters the operation 
and transfers his sperm into the oyster body to be fertilized there. When the eggs and 
larvae hatch, their vulnerability is slightly reduced. The oyster transports the floating 
food particles in the water into its body. At this stage, baby fish eat water-soluble sol-
ids before oysters. The larvae of Bitterling fish also steal oxygen from their hosts and, 
therefore, have parasitic behavior. These small fish stay in this space long enough to 
feed on oyster food to prepare for entering the outside world.

3.2 � Modeling

The following supposition is considered to model the BFO algorithm in solving optimiza-
tion problems:

•	 Each solution is a tricky fish.
•	 Oysters are a function of the target (objective function), and an oyster is more efficient 

if the objective function displays a more efficient value for it.
•	 Solutions to the problem of fish are distributed and evaluated in oysters.

Fig. 2   Mating of male and female bitterling fish in oysters
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•	 Each oyster can eject several fish, which can be a local and global search.
•	 Oyster laurels kill some lesser-known fish or pathogens.

3.3 � Initial solutions

Each solution to the problem is a bitterling fish or egg, as defined in Eq. (1). We can con-
sider several bitterling fish populations that are produced as a random population, as in 
Eq. (2):

The value of D is the number of dimensions or decision variables of each solution. The 
value of i is also a solution to the problem. The value of F is a matrix of prime populations 
of n. Fj

i
 represents the dimension j of the i-th solution. Population created in the interval [l, 

u] as in Eq. (3) to create the initial population:

r is a random number between zero and one.

3.4 � Evaluate solutions

Each solution to the problem is in the BFO algorithm as a fish. To evaluate each solution, 
we can pay attention to its oyster selection. Each fish has merit based on the suitable oyster it 
chooses and attracts other female fish. A target function such as f is used to evaluate each fish 
or solution. In Eq. (4), the competency of each solution is defined in the competency matrix:

3.5 � Search and seize oysters

Any solution or fish can search the problem space and find suitable mating oysters. In the 
proposed method, each fish qualified to be located in an area with more optimal shells. A 
fish can roam to find an oyster, in which case it targets an oyster and moves towards it. In 
this case, the target oyster is not noticed by another fish and is captured by this fish. Equa-
tion (5) is used to formulate the state of oyster possession:
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In this Equation,  Ft
i
 and Ft+1

i
 are a fish’s current and new positions in the iteration of t 

and t + 1, respectively, for the fish or the i-th solution. F∗ is also the best oyster or optimal 
solution. F+ is one of the oysters’ worthies of the population that is randomly selected. δ and 
r is a random number between zero and one. J is the number of steps or the rate at which 
the fish moves to escape or approach the oyster, and this factor is reduced by iterating the 
algorithm. The reason for the decrease in parameter J is that after a while, the activity of the 
male fish decreased because they succeeded in mating. Decreasing J causes global search to 
decrease to local search over time. To reduce the parameter J, Eq. (6) is used:

J (1) is each fish’s step and jump value in the initial iterations. The values of t and MaxIt 
are the current and maximum iteration numbers, respectively. J (t) is the step and jump of 
each fish to find the oyster in repetition t. The random function U uses Eq. (7) to generate 
random sequences.

U (1) can be considered equal to one. Combining Eqs. (6) and (7) results in Eq. (8).

Equation (8) is represented in the diagram of Fig. 3 in terms of the iteration of the pro-
posed algorithm. In the GFO algorithms, the optimal solution is searched over time and 
in terms of more space repetition around the optimal solution. Therefore, it is essential 
to reduce the parameter P over time to the second criterion of Eq. (5), with the condition 
r > P, which is most likely to be done. A function similar to the arctangent behavior, such as 
Eq. (9), is used for the parameter P. The graph of this function is shown in Fig. 3:

The value of t is the repetition counter, and a is equal to the power of reduction. Figure 3 
displays the P value based on three powers of 0.1, 0.5, and 0.9. The smaller the power, the 
lower the P value for iteration. The probability of two types of searches in Eq. (5) decreases 
with less difference.

3.6 � Escape and not seize the oyster

In the Escape and not seize the oyster behavior, another fish takes care of the oyster and causes 
the fish to refrain from approaching the oyster and choose another position. Equation (10) used 
to escape or accidentally search for a fish that has not succeeded in capturing oysters:

The value of M is equal to the average position of the fish swarm. In this regard, 
since the escape, a bitterling fish can search the space between the average and the 
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optimal or search the random space problems. Equation (11) used to calculate the pop-
ulation gravity point:

3.7 � Production

After finding an oyster, a male fish can attract the female fish and lay eggs in the oys-
ter, and the male can fertilize the eggs to create new fish around the current fish, as in 
Equation (12):

R is the radius of distribution of the fish around the shell inside them. This radius 
has an initial value in the range [0,2]. Usually, the value of this parameter is initially 
considered equal to 2 and decreases over time according to the iteration of the BFO 
algorithm.

3.8 � Hunting fish

An oyster can hold several baby fish; some weaker ones can be hunted and killed by 
oysters or predators. The probability of losing a solution can be considered inversely 
proportional to its merit. Suppose the problem is of the minimization type, and the 
probability of losing a fish is equal to Eq. (13):

The probability of eliminating the solution Ft
i
  is equal to d(Ft

i
) , and  f (Ft

i
) is the 

objective function value for this solution.

(11)M =

∑n

i=1
Ft
i

n

(12)Ft+1
i

= Ft
i
+ R ∗ rand(0, 1)

(13)d(Ft
i
) =

f (Ft
i
)∑n

i=1
f (Ft

i
)

Fig. 3   From left to right, decrease the value of parameter J and parameter P according to the iteration of the 
proposed algorithm
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3.9 � Pseudo‑code of the proposed method

The pseudo-code of the BFO algorithm for finding the optimal solution is shown in 
Fig. 4. In the BFO algorithm, several solutions are created in the random problem space, 
and by the BFO algorithm, these solutions are sent to the optimal to achieve the opti-
mal solution. In the proposed method, phases include creating the initial population, 
updating the parameters, evaluating solutions, searching and capturing oysters, escaping 
from other fish, moving towards fish accumulation, production, reproduction of fish, and 
extinction of undesired fish.

Bitterling Fish Optimization (BFO) Algorithm 
Set the BFO parameters such as Population size and iteration algorithm, Dim, J, P,etc 
Define the objective function and create the initial population  
for i=1 to n do 
  for i=1 to D do 

. ,

  end for 
end for 
Evaluation of the initial population matrix by objective function
t=1,U(1)=1, J(1)=1,a=0.5; 
While(it<=Maxit) do

∗

Set parameters J , U and P 

S=0; 
for i=1 to n do 

end for 
M=S/n; 
for i=1 to n do 
if rand<=0.5 
   if rand<=P 

. . . ; 
   else 

. ∗ . . ; 
   end if 
else 
   if rand<=0.5 

. ∗ . . ; 
   else 

. ; 
   end if 
end if 
end for 
evaluation of the pop by objective function & ∗

sum=0; 
for i=1 to n do 
   sum=sum+ ; 
end for 
for i=1 to n do 

= /sum; 
end for 
Remove non suitable solutions 
it=it+1 
end while 
return ∗

Fig. 4   Pseudo-code of Bitterling Fish Optimization (BFO)
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3.10 � Proposed intrusion detection system

One application of meta-heuristic algorithms is to use them in feature selection and reduce 
input, which increases the accuracy of learning methods. In the proposed method to reduce 
the error of distinguishing normal from abnormal traffic in the network, a binary version of 
the BFO algorithm with the artificial neural network is present in this section. Penetration 
into computer networks is a communication challenge. One way to deal with intrusion is to 
use network intrusion detection systems (IDS). This section presents an intrusion detection 
system to deal with attacks using the BFO algorithm and MLP neural network.

3.10.1 � Proposed framework for IDS

The framework of the proposed IDS for detecting network intrusion is shown in Fig. 5:
In the proposed IDS, the optimal feature vector for network traffic selection. The opti-

mal feature vector for learning artificial neural networks is considered a classification tool. 
The role of the bitterling fish optimization(BFO) algorithm is to select features and update 
feature vectors to reduce the error of the MLP neural network. The steps of the proposed 
IDS in detecting network intrusion using the BFO algorithm are as follows:

•	 Network traffic is pre-processed and normalized.
•	 Network traffic is divided into two categories: training and testing. Training traffic 

is used to train the neural network, and feature selection and test traffic are used to 
evaluate the proposed method.

•	 Balancing the dataset makes the number of attack samples equal to the number 
of standard samples. Balancing the dataset increases the accuracy of the learning 
model in detecting attacks. Game theory and the GAN [58] are used to balance the 
data set in the proposed method.

•	 Feature vector coding of a member of the BFO algorithm.
•	 Each feature vector has zero and one component, indicating not selecting a feature.
•	 Several random feature vectors are generated as members of the BFO algorithm.
•	 The binary map of each feature vector is applied to the network traffic data set, and the 

neural network classification input is reduced.
•	 Each feature vector is evaluated using the average error of distinguishing normal from 

abnormal traffic and the number of selected features.
•	 Any network traffic-related feature vector that minimizes the objective function is more 

qualified to detect intrusion.
•	 The BFO algorithm updates the feature vectors in each iteration.
•	 Each retrieval vector is converted from continuous to discrete space with transfer functions.
•	 Feature vectors are updated in each iteration, and the optimal feature vector is updated 

in each iteration.
•	 In the last iteration, the optimal feature vector is used to reduce the dimensions of net-

work traffic for classifying traffic.

3.10.2 � Network traffic preprocessing

The network traffic dataset is considered as the input of the proposed method. The output 
error of the proposed method depends on the input type, so the proposed method’s traffic 
input is pre-processed. The pre-processed data and network traffic reduce classification errors 
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in data mining and machine learning. Normalization is the primary step in the pre-processing 
of input data. Normalization causes the amount of change in all features used in a data set to 
change at a fixed interval. The range of changes in the features of a network traffic data set is 
varied and needs to be normalized. Some features of the network traffic data set have a small 
range of changes, which causes their role in learning and classification by the artificial neural 
network to be ignored. Equation (14) in the range [a, b] normalizes a network traffic feature. 
For normalization in the range [0,1] and [-1, + 1], Eqs. (15) and (16) are used:

Network traffic 

Set Pre-processing and normalization of network traffic

The number of network traffic features is considering as a feature vector. 

Each feature vector is mapping to the data set then the neural network 

classification input is reducing

A number of feature vectors have been created as populations BFO algorithms

Increase the algorithm counter and update the proposed algorithm parameters

Adjust learning parameters of ANN such as the number of layers, neurons, etc. 

Evaluate each feature vector with normal and abnormal traffic classification 

error and number of features 

Update feature vectors using BFO algorithm and binary them 

t<=tmax? 
Yes

No

Using the optimal feature vector as a neural network input to detect intrusion 

and classify traffic into two categories: normal and abnormal 

Each feature vector is used to train the neural network in detecting attack traffic.

rsSetting algorithm parameters such as t=1, tmax, number of feature vecto

t=t+1

Data set balancing with game theory and GAN method.

Fig. 5   Proposed framework for detecting network intrusion
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An abnormal value is a network traffic property equal to Fi . The normalized value of a 
traffic property is N

(
Fi

)
 . A network traffic feature’s maximum and minimum values, such 

as i-th traffic, are max and min, respectively.

3.10.3 � Reduce dimensions and select features

Network traffic data are the input of the proposed IDS. This paper uses the NSL_KDD 
dataset. The data set is pre-processing in the pre-learning phase. In the next phase, select-
ing the feature and reducing the traffic dimensions is necessary. In Eq. (15), the proposed 
objective function, which includes the mean error and the number of selected features, is 
used to evaluate the feature vectors:

E(Fi) is the error of detecting network intrusion or error of classifying normal to abnor-
mal traffic of a feature vector such as Fi and is calculated according to Eq. (16). ‖Fi‖ is the 
size of a feature vector. D is the number of possible features in a data set. Cost(Fi) is the 
objective function of an attribute vector. α and β are two random numbers between zero 
and one, and their sum, like Eq. (18), is one:

Each vector is a feature of a member of the BFO algorithm. Several random feature vec-
tors are considered members of the initial population of the BFO algorithm. Each of them 
evaluates with an objective function such as Eq. (19):

The role of the BFO algorithm in the proposed vector update method is the optimal fea-
ture for the MLP classification technique.

4 � Analysis

Several evaluation functions are used for analysis to measure the accuracy of the BFO 
algorithm. The BFO algorithm is compared with several meta-heuristic methods with a 
swarm approach using benchmark functions. In the third phase, the proposed method is 
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used in an operational application such as intrusion detection systems and compared with 
similar methods.

4.1 � Analysis of BFO algorithm

In this section, using the benchmark functions of the BFO algorithm, the evaluation and its 
error are calculated and compared with similar methods.

4.1.1 � Benchmark functions

The valuation functions used in this section are cost functions that aim to find their global 
minimum. Tables 2 and 3 show a set of uni-model, complex, and hybrid evaluation func-
tions for evaluating the proposed method. The uni-model functions are less complex than 
multi-model functions. Some of these functions have local optimizations that may be 
involved.

4.1.2 � Parameters

In implementations, the initial population size of the algorithms is 15, and the maximum 
number of iterations is 100. Each experiment repeats 30 times. Table 4 shows the param-
eters for implementing the BFO algorithm and other algorithms.

4.1.3 � Convergence analysis

Suppose that the number of repetitions and the population size of the proposed method 
are equal to t and n, respectively. In the proposed method, there are two loops: one for 
updating the population and one for updating the steps of the BFO algorithm. According to 
the proposed code’s network, the algorithm’s time complexity is n*n + t.(n + n + n + n). In 
other words, the complexity of the proposed method to find optimal solutions is O(n*n + t.
(n + n + n + n)), which is equivalent to O(n*n + 4t.n).

Table 2   Uni-model benchmark functions

Function Dim Range fmin

F1(X) =
∑n

i=1
X2

i
30 [− 100,100] 0

F2(X) =
∑n

i=1
��Xi

�� +
∏n

i=1
��Xi

�� 30 [− 10,10] 0

F3(X) =
∑n

i=1

�∑i

j−1
Xj

�2 30 [− 100,100] 0

F4(X) = max
{||Xi

||, 1 ≤ i ≤ n
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30 [− 100,100] 0

F5(X) =
∑n−1
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�
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�
Xi+1 − X2

i

�2
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�
Xi − 1

�2� 30 [− 30,30] 0
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��
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i=1
iX4

i
+ random[0, 1) 30 [− 1.28,1.28] 0

F8(X) = X2
1
+ 106
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F9(X) =
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X2

i
+
�∑n
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0.5Xi

�2
+
�∑n

i=1
0.5Xi

�4 30 [− 100,100] 0
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GWO, WOA, BOA, HHO, and BWO algorithms are used to implement and compare 
the BFO algorithm. The proposed algorithm and other swarm intelligence(SI) algorithms 
use benchmark functions as the objective function. The optimal calculation error is calcu-
lated and compared according to the iteration of the algorithms. The global optimal calcu-
lation error in the last iteration is used to compare the methods. Figures 6 and 7 show the 
two Ackley and Griewank functions in MATLAB, respectively. The purpose of displaying 
these benchmark functions is to show the complexity of benchmark functions for search by 
meta-heuristic algorithms. Figure 8 shows the error rate of the BFO algorithm and other 
algorithms on 6 sample benchmark functions. In the error calculations of the optimal solu-
tion in terms of iteration, it is observed that the BFO method is reducing the error com-
pared to similar swarm methods. However, it is more than other methods in the BFO algo-
rithm. The error reduction of the proposed algorithm increases in the last iterations. This 
examination shows that the population algorithm leads its solutions with more convergence 
toward optimal solutions. The placement of the convergence diagram of the cunning BFO 
algorithm below other convergence diagrams shows that the proposed method has a greater 
tendency to reduce the optimal calculation error in terms of iteration.

In the last iteration, the BFO algorithms have less global optimal calculation error than 
other swarm intelligence algorithms. In some experiments, the convergence diagrams do 
not decrease error after multi-step, and the slope of the diagram is close to zero. This state 
happens when the meta-heuristic algorithm is caught in the local optimum. Experiments 
show that the BFO is less caught in the local optimum, and in most experiments, it finds 
the global optimum.

4.1.4 � Rank analysis in error calculation

In the Fig. 9, the rank of the proposed algorithm and other algorithms are compared:
One way to analyze meta-heuristic algorithms is to use their rankings to find the univer-

sal optimal calculation error. The BFO, GWO, WOA, BOA, HHO, and BWO algorithms 
are implemented on benchmark functions to calculate the ranking. In the next step, the 
rank of each algorithm in finding the error is obtained. In implementations, if an algorithm 
calculates the minimized optimal error calculation, it is assigned a ranking of one. If it has 
the worst optimal error calculation, its rank is equal to 6 because the number of algorithms 
compared is equal to 6. Rank tests are used in evaluations. The average rating is calculated 
on 18 benchmark functions. Ranking in BFO, BOA, GWO, HHO, BWO, and WOA algo-
rithms is 1.86, 4.24, 2.87, 3.14, 3.88, and 2.34. Analysis and evaluation show that in most 

Table 4   List of parameters in 
implementations

Algorithm Parameter Value Parameter Value

BFO R 0 U(1) = J(1) 1
WOA B 1 C

l
[0,2]
[-1, + 1]

BOA C 0.1 p 0.01
E(0) [0,1] Escaping [0,2]

HHO q rand - -
BWO Pp 0.6 pm

CR

0.4
0.44

GWO r1
r2

rand
rand

a0

C

2
[0,2]
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cases, the proposed method performed better than others in obtaining the minimum global 
calculation error and getting a more optimal rank (lower number). The BOA has the worst 
performance in the mean error-index, and its error is higher than that of other methods. 
The WOA algorithm is a competitor to the proposed algorithm and, in most experiments, 
ranks second in error detection.

Fig. 6   Ackley function in 3D dimensional space

Fig. 7   Griewank function in 3D dimensional space
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Fig. 8   Comparison of the BFO error on several functions with other meta-heuristic algorithms
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4.1.5 � Stability analysis

The stability index plays an essential role in analyzing meta-heuristic algorithms. Sustain-
ability means how the algorithm is in finding the optimal solution. One way to measure 
the stability of algorithms is to use the standard deviation (STD) of experiments to find the 
optimal solution. Any meta-heuristic algorithm with a low standard deviation in finding the 
optimal solution is more efficient regarding stability. Figure 10 shows the rank of the pro-
posed algorithm and other algorithms in the stability index or standard deviation.

According to the rank tests of BFO, GWO, WOA, BOA, HHO, and BWO algo-
rithms on uni, complex, and combined evaluation functions in the standard deviation 
index are equal to 1.93, 3.87, 2.18, 3.56, 3.42, and 2.29. The BFO algorithms has the 
lowest standard deviation to find the optimal solution among the compared methods. 
The lower value of the standard deviation in the BFO algorithm compared to other 
meta-heuristic algorithms indicates the more excellent stability of the BFO algorithm 
in finding the optimal solution. The GWO and WOA algorithms are following in the SI 
algorithms regarding stability.

4.1.6 � Optimal local convergence analysis

The convergence of local optimizations is a good indicator for analyzing meta-heuristic 
algorithms. Any algorithm less likely to converge in local optimizations shows a high intel-
ligence in finding the optimal solution. Figure 11 shows the percentage of probability of 
being caught in the local optimal complex benchmark functions with local optimum.

Percentage convergence to local optimal in BFO, GWO, WOA, BOA, HHO, and BWO 
algorithms is 8.63%, 15.67%, 10.25%, 11.68%, 13.42%, and 9.87%, respectively. The analysis 
shows that the BFO algorithms converge the solutions to the local optimal. The worst perfor-
mance to converge in local optimization solutions is also related to the BOA than the BWO.

1.86

4.24

2.87
3.14

3.88

2.34

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

BFO BOA GWO HHO BWO WOA

AVG RANK
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4.1.7 � Runtime analysis

The execution time of the BFO algorithm with other algorithms is shown on the opioid 
benchmark functions of Fig. 12. The BFO algorithm is an algorithm with low complexity 
and can be used to solve optimization problems. One way to measure the efficiency of the 
BFO algorithm is to use the execution time of the meta-heuristic algorithms to find the 
optimal solution and compare them. Execution of the BFO algorithm and meta-heuristic 
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algorithms on benchmark functions and calculation of execution time can be suitable cri-
teria for predicting the time complexity of algorithms. The evaluations use a system with a 
5-core Intel processor and 6 GB of memory. Execution times of BFO, GWO, WOA, BOA, 
HHO, and BWO algorithms are equal to 1.36, 1.12, 1.49, 1.87, 1.42, and 1.76, respectively.

Experiments show that the BOA algorithm has the shortest execution time because it 
has only two relationships. Although the BOA algorithm has less execution time, its error 
rate is higher than other methods. The BFO algorithm is faster in terms of execution time 
index to find the optimal solution, at least faster than the methods of the GWO, WOA, 
HHO, and BWO algorithms. The execution time complexity of the BFO algorithm is only 
higher than the BOA algorithm, but it has less time complexity than other meta-heuristic 
algorithms. The advantage of the BFO algorithms, besides the acceptable execution time, 
is less error in the optimal calculation than other algorithms.

4.2 � Functional analysis

In the previous Section of Algorithm 4.1, the BFO algorithm was evaluated with bench-
mark functions. Experiments showed that the BFO algorithm has a lower error in global 
optimal calculation than premium meta-heuristic methods such as WOA, HHO, and GWO. 
In this section, instead of analyzing and testing some classical problems, the BFO algo-
rithm is compared with similar methods on more practical problems, such as network 
attack detection, phishing attack detection, and disease detection.

4.2.1 � Network intrusion detection

In this section, the BFO algorithm is used for feature selection in determining the type of 
traffic in terms of normal and abnormal. An MLP artificial neural network is used to clas-
sify and evaluate the feature vector. For implementation, the number of feature vectors is 15, 
the number of iterations is 50, and the number of experiments is 20. The multilayer artificial 
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Fig. 12   Comparison of execution time of the proposed algorithm and other swarm intelligence algorithms
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neural network has two hidden layers and an output that determines the type of traffic. Each 
hidden layer has 20 hidden neurons, and the type of function of the neurons is sigmoid. The 
NSL_KDD dataset is used to analyze and evaluate the proposed method for detecting net-
work intrusion. Each column in this dataset represents a feature such as service type, protocol 
type, source address, destination address, number of packets sent, etc. Each data set record 
has 41 features. The 42 columns also specify the type of attack and the output. This dataset 
contains 24 attacks divided into five categories: standard, DOS, R2L, U2R, and Prob. Some 
columns’ values are numerical, and others’ values are non-numerical and symbolic, which in 
the preprocessing phaseconverted into a numerical format suitable for machine learning [31].

This section uses the BFO algorithm for feature selection in combination with a multi-
layer neural network to detect network attacks. Accuracy, sensitivity, and precision indica-
tors are used to evaluate the proposed intrusion detection system. The formula of evalua-
tion indicators for intrusion detection into the network, such as accuracy, sensitivity, and 
precision, are presented in Eq. (20), (21), and (22), respectively:

TP, TN, FP, and FN indices are using in the evaluations. The concepts of each are as follows:

•	 TP: The traffic is in the attack category, and the proposed method correctly classifies it 
in the attack category..

•	 TN: The traffic is in the normal category, and the proposed method correctly classifies 
it in the normal category.

•	 FP: The traffic is in the normal category, and the proposed method misclassifies it in 
the attack category.

•	 FN: The traffic is in the attack category, and the proposed method misclassifies it in the 
normal category.

The proposed IDS is an efficient, accurate, intelligent intrusion detection system. The 
proposed method has an intelligent ability to reduce the dimensions and feature selection 
in intrusion detection. Combine this feature with neural network learning to penetrate the 
network more accurately.

Experiments show that in the proposed method, if the population of feature vectors is 15 
and the number of iterations is 50, then the accuracy, sensitivity, and precision for penetra-
tion detection are 98.86%, 98.67%, and 98.45%. In the Fig. 13, the accuracy, precision, and 
sensitivity index of the proposed method in classifying normal to abnormal traffic com-
pared with data mining methods such as NNIA, DT, RF XGBoot, and CNN.

The accuracy index of the proposed method, NNIA, DT, RF, XGboot, and CNN is 
98.86%, 94.60%, 89.80%, 90.30%, 90.10%, and 79.20%, respectively. The accuracy index 
of the proposed method in detecting network intrusion is more accurate than NNIA, DT, 
RF, Xgboot, and CNN algorithms. The precision index of the proposed method, NNIA, DT, 
RF, Xgboot, and CNN for classification standard to abnormal traffic is 98.67%, 95.11%, 

(20)Accuracy =
TP + TN

TP + FP + TN + FN

(21)Sensitivity =
TP

TP + FN

(22)Precision =
TP

TP + FP
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98.20%, 98.80%, 98.90%, and 96.30%, respectively. The proposed method in the index 
shows only 0.23% less than the Xgboot, but it has a higher precision index in diagnosis 
than other methods. Experiments show that the sensitivity index of the proposed method, 
NNIA, DT, RF, Xgboot, and CNN for classifying normal to abnormal traffic is 98.45%, 
97.05%, 86.50%, 86.80%, 86.50%, and 72.20%, respectively. The proposed method has a 
higher sensitivity index than the compared methods in detecting network intrusion.

Datasets play a essential role in evaluating feature selection and machine learning 
methods. Another useful dataset that is widely used like the NSL-KDD dataset is the 
UNSW-NB15 dataset. The UNSW-NB15 dataset was compiled by researchers at the 
Australian Center for Cyber Security (ACCS) with the IXIA tool. The complete UNSW-
NB15 dataset contains 2.5 million traffic related to computer networks. The UNSW-
NB15 dataset provides one normal class and nine attack classes including Analysis, 
Backdoor, DoS, Exploits, Fuzzers, Generic, Reconnaissance, Shellcode and Worms. 
The UNSW-NB15 dataset has 49 features. Figures 14 and 15 compare the order of the 
accuracy index and the number of features selected in the UNSW-NB15 data set.

Experiments show that the accuracy of the proposed method(BFO + MLP) in this 
data set is 96.72%. From the combined feature selection methods DNN + Statistical 
[39], GA [40], DT + XGBoost [41], PSO-CO-GA [42], RF DNN [43] and DT-REECV 
[44] is more accurate in detecting penetration. The UNSW-NB15 dataset has 49 fea-
tures, and experiments show that the proposed method selects 16 features on average. 
According to the comparison of Fig. 15, the proposed method reduces more dimensions 
than the feature selection methods DNN + Statistical, GA, DT + XGBoost, PSO-CO-
GA, and RF + DNN have. The proposed method only selects more features than the DT-
REECV method, but the accuracy of the proposed method in detecting attacks is about 
1.42% higher than the DT-REECV method.
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4.2.2 � Detection of phishing attacks

Phishing attacks are one of the challenges of computer networks. In phishing attacks, fake 
pages are loaded instead of legitimate pages, and users’ information is stolen through fake 
pages. This section evaluates the proposed method or BFO + MLP for detecting phishing 
attacks. The UCI dataset [48] is used to detect phishing attacks. The phishing dataset has 31 
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features, 30 of which are input, and the 31-th feature is output. The output attribute has two 
values: legitimate and phishing. This dataset has more than 11 thousand records. In the tests, 
70% of the samples are educational, and the other 30% are of the test type. The type of vali-
dation used is cross-validation, and K = 10 is considered in the validation. In this section of 
the optimization problem, the selection of features is essential to recognize web pages with a 
small error. The proposed method reduces the detection error of phishing attacks by optimiz-
ing neural network inputs. Classification indices such as accuracy, sensitivity, and precision 
are used to evaluate the proposed method in this problem. In Fig. 16, the accuracy of the pro-
posed method for detecting phishing attacks is calculated as 98.24%. The accuracy of meth-
ods such as Ensemble bagging [45], ForestPA-PWDM xxxxxxx[46], DNN + Adam [47], and 
Random Forest [48] are 95.4%, 97.4%, 96%, and 97.3%, respectively. The proposed method 
is more accurate in detecting phishing attacks due to optimizing MLP neural network inputs 
with the BFO algorithm. The proposed method provides fewer and more optimal features for 
neural network learning due to the use of swarm intelligence of the BFO algorithm. Neural 
network learning on important features increases the accuracy of attack detection.

4.2.3 � Clustering

Diagnosing diseases such as heart disease, COVID-19, and kidney disease and their 
clustering based on patient data is a practical issue. One method for analyzing the infor-
mation on patients with Covid-19 is data clustering. In the proposed method, the BFO 
algorithm is used in combination with the K-means(KM) algorithm for optimal clus-
tering of cluster centers. The data set [36] is used in these experiments to analyze the 
proposed method. This dataset contains information on patients with COVID-19, liver 
disorders, diabetes, heart disease, and kidney disease. The role of the BFO algorithm 
in this section, unlike Sections 4.2.1 and 4.2.2, is not feature selection but finding clus-
ter centers for clustering optimization. Table 5 shows the memory consumption (MC) 

95.4

97.4

96

97.3

98.24

93

94

95

96

97

98

99

100

Ensemble
bagging[45]

ForestPA-PWDM[46] DNN +Adam[47] Random Forest[48] BFO+MLP

Ensemble bagging[45] ForestPA-PWDM[46] DNN +Adam[47]
Random Forest[48] BFO+MLP

Accuracy(%)

Fig. 16   Comparison of the proposed method in detecting phishing attacks with similar methods



	 Multimedia Tools and Applications

1 3

Ta
bl

e 
5  

C
om

pa
ris

on
 o

f m
em

or
y 

co
ns

um
pt

io
n 

of
 th

e 
pr

op
os

ed
 m

et
ho

d 
w

ith
 si

m
ila

r m
et

ho
ds

 in
 d

is
ea

se
 d

ia
gn

os
is

D
at

as
et

s
iE

CA
*

EC
A

*
G

 +
  +

 
D

ee
p 

K
N

N
LV

Q
SV

M
A

N
N

K
N

N
B

FO
W

in
ne

r

CO
V

ID
-1

9
86

.1
34

96
.2

83
14

2.
92

8
10

4.
91

8
15

1.
92

82
98

.2
83

10
2.

81
7

11
4.

27
3

82
.5

38
B

FO
Li

ve
r d

is
or

de
r

19
.4

81
23

.1
68

31
.3

84
26

.1
84

29
.4

74
26

.8
33

29
.8

57
28

.4
37

21
.8

6
iE

CA
*

D
ia

be
te

s
36

.2
44

39
.1

72
51

.7
61

44
.1

83
50

.8
19

49
.1

28
41

.3
47

47
.1

27
32

.5
31

B
FO

K
id

ne
y 

di
se

as
e

18
.1

77
21

.6
61

29
.3

84
17

.9
87

23
.8

17
24

.9
81

19
.3

84
18

.3
41

16
.5

29
B

FO
H

ea
rt 

di
se

as
e

42
.3

87
46

.1
26

56
.1

28
48

.1
28

54
.1

28
53

.3
83

45
.6

51
50

.8
41

45
.8

23
iE

CA
*



Multimedia Tools and Applications	

1 3

of the proposed algorithm with methods: iECA*, ECA*, GENCLUST +  + (G + +), 
Deep KNN, LVQ, SVM, ANN, and KNN. The conditions of the tests are also con-
sidered similar to [36]. It is not logical to compare the execution time of the proposed 
method with the research results [36] due to the use of different hardware in this man-
uscript and study [36]. Experiments show that the proposed method(BFO + Kmeans) 
on the dataset of COVID-19, diabetes, and kidney disease has less memory consump-
tion than other methods such as iECA*, ECA*, GENCLUST +  + (G + +), Deep KNN, 
LVQ, SVM, ANN, KNN. In the liver disorders and heart disease dataset, the iECA 
method is more successful than the proposed method. In general, among the compared 
methods, the iECA* method and BFO require less memory than other methods in clus-
tering patients. Less memory consumption indicates the speed of execution of these 
algorithms in medical data clustering.

4.2.4 � Classic problems

This section compares the proposed method for the welding beam problem, Spring Design, 
as two classical optimization problems. Two classic problems of welding beam and spring 
design problems are formulated in [34]. In Figs. 17 and 18, the cost function of the pro-
posed method in these two problems is compared with the CSCF, FF, SCA, PSO, and ABC 
methods. Experiments showed that in the welding beam problem, the value of the cost 
function in the proposed method is 1.712, and it offers a lower cost than the FF, SCA, PSO, 
and ABC methods, but it costs a little more than the CSCF method. In the Spring Design 
problem, the proposed method costs 0.020284 and offers a lower cost structure than the 
CSCF, FF, SCA, PSO, and ABC methods.
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Fig. 17   Comparing the cost of the proposed method with similar optimization methods in the welding beam 
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5 � Conclusion

In this manuscript, a new meta-heuristic algorithm based on the behavior of bitterling fish 
is introduced and formulated. Several search strategies, such as oyster finding, oyster com-
petition, mating, and escape modeling, are used in the bitterling fish optimization algo-
rithm. An advantage of the BFO algorithm is that it uses the most optimal solution and, at 
the same time, uses the position of qualified fish in the population. The proposed method 
focuses on searching for optimal solutions and other suitable solutions and is, therefore, 
less prone to converging to local optimizations. Experiments on several cec functions show 
that the BFO algorithm is at least one of the gray wolf optimization algorithms, the whale 
optimization algorithm, the butterfly optimization algorithm, the Harris hawks optimiza-
tion algorithm, and the black widow has less error in finding the optimal solution. Experi-
ments have shown that the stability of the BFO algorithm is at least higher than that of the 
GWO, WOA, BOA, HHO, and BWO algorithms. The runtime index only has more runt-
ime than the BOA algorithm. The proposed method has the lowest probability of locally 
optimal convergence among the compared methods, and this probability is equal to 9.87%.

This paper also presents a binary version of the BFO algorithm. The BFO algorithm’s 
binary version is used to select the feature for detecting network intrusion. Experiments 
confirm that the proposed algorithm’s network intrusion detection accuracy is higher than 
intrusion detection methods such as NNIA, DT, RF, XGBoot, and CNN. The most chal-
lenging meta-heuristic approach is the time overhead to classify network traffic.

BFO algorithm for attack detection is evaluated with the UNSW-NB15 dataset. The role 
of the BFO algorithm is feature selection in the UNSW-NB15 dataset and attack detec-
tion using an MLP neural network. In the UNSW-NB15 dataset, the BFO algorithm, 
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Fig. 18   Comparing the cost of the proposed method with similar optimization methods in the Spring 
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in combination with MLP, managed to get more accuracy for detecting attacks than 
DNN + Statistical, GA, DT + XGBoost, PSO-CO-GA, RF DNN, DT-REECV methods. 
The BFO algorithm evaluated the phishing dataset. The tests showed that the accuracy 
of the proposed method in detecting phishing attacks is 98.24%, and it is more accurate 
than ensemble bagging, ForestPA-PWDM DNN + Adam, and Random Forest methods. 
The comparisons showed that, in most cases, the proposed method offers a lower cost than 
the CSCF algorithms of FF, SCA, PSO, and ABC in solving optimization problems. The 
advantages of the BFO algorithms are as follows:

•	 Accurate modeling of Bitterling fish behavior
•	 More accuracy in finding the optimal solution in NP-Hard than standard meta-heuristic 

methods.
•	 Reduction of convergence to local optimal solutions.
•	 Success in practical use in intrusion detection systems, phishing attack detection, clus-

tering, and accurate disease diagnosis.

Like any meta-heuristic method, the proposed method has a time overhead in finding 
the optimal solution. Considering that the BFO algorithm is a meta-heuristic algorithm 
based on population, it can be presented parallel to increase its acceleration and speed. In 
the future work, a version of network traffic analysis with CUDA architecture and GPUs 
will be implemented. In future work, a parallel BFO algorithm will be developed to pro-
vide an accelerated version using the GPU architecture.
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